
Genre-based BootCaT corpora for
morphologically rich languages

Maja Miličević
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Computationally complex measures

Different kinds of statistic measures on character, word and/or sentence
level (function word counts, POS frequencies, character n-grams etc.)

A simpler measure - word n-grams
→ Sequences of n words

Word n-grams have been shown to be good predictors of genre in English
(Gries et al. 2011, Bernardini and Ferraresi 2013, Dalan 2012)
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What about Serbian?

A highly inflecting language

• 7-case declension system with 4 noun classes

• 7 verb classes conjugated for person, number, gender...

Examples: roman ‘novel’, knjiga ‘book’

Masculine Feminine
Sg Pl Sg Pl

Nom roman-ø roman-i knjig-a knjig-e
Gen roman-a roman-a knjig-e knjig-a
Dat roman-u roman-ima knjiz-i knjig-ama
Acc roman-ø roman-e knjig-u knjig-e
Voc roman-u roman-i knjig-o knjig-e
Ins roman-om roman-ima knjig-om knjig-ama
Loc roman-u roman-ima knjiz-i knjig-ama
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Genre classification in Serbian

In automatic document classification byte-level n-grams have been shown
to be good predictors of genre (Zečević and Utvić 2012)

• Problem for non-(computational) linguists: not very intuitive units

• They cannot be used in BootCaT

Are word n-grams a reasonable alternative?

Vitas et al. (2006) show that there is very little overlap for top frequency
bigrams and trigrams between two narrative and two press corpora

→ Relevance for genre or sparse data indication?
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Relevance of the two alphabets for genre

Partial functional split between the Roman and the Cyrillic script

The Roman script is more present on the Internet

This needs to be kept in mind when using BootCaT for Serbian

But, it can also be seen as an opportunity!

Corpora of Serbian tend to be entirely in the Roman script

→ Non-transliterated web corpora could be an efficient ways for obtaining
data on the use of the two alphabets for different topics or genres
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Closely related to a single topic (food)!
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The choice of features to be studied

Previous studies looked at keywords and n-grams of different lengths

Which n-grams?

• Trigrams work well for English (Gries et al. 2011, Dalan 2012,
Bernardini and Ferraresi 2013), but appear to be problematic for
languages like Italian (Bernardini and Ferraresi 2013)

• Bigrams are a good choice because they capture some syntactic and
semantic context, while not being too infrequent (Crossley and
Louwerse 2007, Louwerse and Crossley 2006)

• Successful genre classification in the Italian corpus la Repubblica is
based on non-lemmatised unigrams (Baroni et al. 2004)

→ It was decided to look at all of them, separately for the Roman
and Cyrillic scripts
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Seeds selection

Based on a manual/semi-automatic corpus of recipes (200,608 words)

The steps involved in the corpus creation included:

• Manual selection of websites containing recipes (in Roman script)

• Download of the selected pages with BootCaT (using the site:

operator, Bernardini et al. cf. 2010)

• Manual cleaning of the corpus

Keyword and n-grams were obtained from the manual corpus using
AntConc; top 50 were used in all cases

Keywords were extracted based on an ad hoc reference corpus
(1,584,920 words) containing narrative and newspaper texts∗

∗The largest portion of the reference corpus was prepared by D. Vitas, M. Utvić
and C. Krstev, with the help of students in the Department of Information
Science, University of Belgrade
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Tuple creation

Tuples of the following lengths were created:

• For keywords and unigrams n=5

• For bigrams n=4

• For trigrams n=3

The Cyrillic versions of the corpora were based on the same tuples
(transliterated using preslovljavanje.com)

There was no manual editing in the phases of seeds selection and
tuple creation
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Examples of keyword and unigram tuples

Keywords

1 pecite kašika fil stavite
stavite 2 sitno rerni šećera
umutiti meso kašika ulja pomešajte
jaja fil rerni kašika ostaviti
minuta mleka ulje šećera kuvajte

Unigrams

ga kašike ili još ostavite
od ulja oko umutiti s
stavite preko od vode ne
priprema staviti umutiti pa za
od priprema i u kuvajte
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Examples of bigram and trigram tuples

Bigrams

“i na” “ostaviti da” “i pecite” “se ohladi”
“i kuvajte” “15 minuta” “g šećera” “da se”
“na kraju” “u prahu” “belog luka” “za pečenje”
“minuta na” “kada se” “100 g” “30 minuta”
“100 g” “u pleh” “na pari” “i ostavite”

Trigrams

“posolite i pobiberite” “u podmazan pleh” “čokolade za kuvanje”
“papirom za pečenje” “u zagrejanoj rerni” “i beli luk”
“da se ne” “rerni zagrejanoj na” “u frižider na”
“u frižider na” “u podmazan pleh” “oko 20 minuta”
“minuta u rerni” “rerni zagrejanoj na” “na sobnoj temperaturi”
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Creation and evaluation of corpora

20 tuples were created for each seed list

20 pages per tuple were downloaded

No Internet domain limitations were imposed

Identical procedures were followed for the two scripts

→ A total of 8 corpora were created

Precision-based evaluation
→ A sample of 50 texts from each corpus was manually checked to
establish whether it belonged to the target genre
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Size and relevance of obtained corpora

Roman alphabet
Keywords Unigrams Bigrams Trigrams

N URLs 314 (338) 339 (367) 324 (343) 321 (363)
N words 167,605 204,266 191,521 265,382
Relevant URLs 90% 72% 90% 88%

Cyrillic alphabet
Keywords Unigrams Bigrams Trigrams

N URLs 234 (239) 308 (314) 88 (90) 51 (51)
N words 161,290 216,006 524,389 395,366
Relevant URLs 68% 50% 80% 92%
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Findings on genre

The evaluation procedure has shown that:

• Keywords are a reliable method for the Roman script, but not for
the Cyrillic one

• Unigrams give the lowest precision rate in both scripts

• Bigrams and trigrams work well in both scripts - regardless of the
morphological complexity of Serbian
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Differences between the two scripts

Some differences between the Roman and Cyrillic scripts were found:

• More even-sized texts obtained for the Roman script; these texts
tend to be from websites dedicated to recipes

• Substantial variation found for the Cyrillic script; several entire
books are downloaded (mostly from scribd.org) → larger corpora;
in general, the texts in Cyrillic seem to be more “narrative”
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Genre-based corpora and inflectional morphology

The study did not show a major advantage of n-grams over keywords for
recipes corpora in Serbian, at least for the Roman script (cf. English)

Bigrams and trigrams gave good results (in both scripts) despite the rich
morphology of Serbian

In addition to the morphological properties of the language, the nature of
the genre under study appears to be very important

→ Different procedures might be needed for different genres
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Ideas for follow up analyses and future work

Several possible lines of development:

• Refining the evaluation procedure

• Counting the number of words in the relevant portion of the corpus
rather than the number of relevant URLs/texts?

• Have a closer look at topic variety among the recipes that were
extracted - e.g. food vs. beverages /medications?

• Complementing the analysis
• Repeat the procedure for a less conventional genre and/or a genre

with greater variation in topic
• Repeat the procedure for another morphologically rich language, e.g.

Italian



Objectives Background Method Results Conclusion References

Ideas for follow up analyses and future work

Several possible lines of development:

• Refining the evaluation procedure

• Counting the number of words in the relevant portion of the corpus
rather than the number of relevant URLs/texts?

• Have a closer look at topic variety among the recipes that were
extracted - e.g. food vs. beverages /medications?

• Complementing the analysis
• Repeat the procedure for a less conventional genre and/or a genre

with greater variation in topic
• Repeat the procedure for another morphologically rich language, e.g.

Italian



Objectives Background Method Results Conclusion References

Ideas for follow up analyses and future work

Several possible lines of development:

• Refining the evaluation procedure

• Counting the number of words in the relevant portion of the corpus
rather than the number of relevant URLs/texts?

• Have a closer look at topic variety among the recipes that were
extracted - e.g. food vs. beverages /medications?

• Complementing the analysis
• Repeat the procedure for a less conventional genre and/or a genre

with greater variation in topic
• Repeat the procedure for another morphologically rich language, e.g.

Italian



Objectives Background Method Results Conclusion References

Ideas for follow up analyses and future work

Several possible lines of development:

• Refining the evaluation procedure

• Counting the number of words in the relevant portion of the corpus
rather than the number of relevant URLs/texts?

• Have a closer look at topic variety among the recipes that were
extracted - e.g. food vs. beverages /medications?

• Complementing the analysis
• Repeat the procedure for a less conventional genre and/or a genre

with greater variation in topic
• Repeat the procedure for another morphologically rich language, e.g.

Italian



Thank you!

m.milicevic@fil.bg.ac.rs
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(Eds.), BCI-LOCAL 2012. Local Papers of the Balkan Conference in Informatics, pp. 109–112. Novi Sad: University of
Novi Sad.


	Objectives
	Background
	Genre and corpora
	Cross-linguistic differences

	Method
	Preliminaries
	Corpora creation procedure

	Results
	Details of the corpora
	Summary of results

	Conclusion

