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More data trump better algorithms1997), decision lists (Yarowsky, 1994), and a 
variety of Bayesian classifiers (Gale et al., 1993, 
Golding, 1995, Golding and Schabes, 1996).  In 
all of these approaches, the problem is 
formulated as follows:  Given a specific 
confusion set (e.g. {to,two,too}), all occurrences 
of confusion set members in the test set are 
replaced by a marker;  everywhere the system 
sees this marker, it must decide which member 
of the confusion set to choose.   
 Confusion set disambiguation is one of a 
class of natural language problems involving 
disambiguation from a relatively small set of 
alternatives based upon the string context in 
which the ambiguity site appears.  Other such 
problems include word sense disambiguation, 
part of speech tagging and some formulations of 
phrasal chunking.  One advantageous aspect of 
confusion set disambiguation, which allows us 
to study the effects of large data sets on 
performance, is that labeled training data is 
essentially free, since the correct answer is 
surface apparent in any collection of reasonably 
well-edited text.  
 

3 Learning Curve Expe riments 

This work was partially motivated by the desire 
to develop an improved grammar checker.  
Given a fixed amount of time, we considered 
what would be the most effective way to focus 
our efforts in order to attain the greatest 
performance improvement.  Some possibilities 
included modifying standard learning 
algorithms, exploring new learning techniques, 
and using more sophisticated features.  Before 
exploring these somewhat expensive paths, we 
decided to first see what happened if we simply 
trained an existing method with much more 
data.  This led to the exploration of learning 
curves for various machine learning algorithms : 
winnow1, perceptron, naïve Bayes, and a very 
simple memory-based learner.  For the first 
three learners, we used the standard collection of 
features employed for this problem: the set of 
words within a window of the target word, and 
collocations containing words and/or parts of 

                                                                 
1 Thanks to Dan Roth for making both Winnow and 
Perceptron available. 

speech.  The memory-based learner used only 
the word before and word after as features. 
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Figure 1. Learning Curves for Confusion Set 

Disambiguation 
 
 We collected a 1-billion-word training 
corpus from a variety of English texts, including 
news articles, scientific abstracts, government 
transcripts, literature and other varied forms of 
prose.  This training corpus is three orders of 
magnitude greater than the largest training 
corpus previously used for this problem.  We 
used 1 million words of Wall Street Journal text 
as our test set, and no data from the Wall Street 
Journal was used when constructing the training 
corpus. Each learner was trained at several 
cutoff points in the training corpus, i.e. the first 
one million words, the first five million words, 
and so on, until all one billion words were used 
for training. In order to avoid training biases that 
may result from merely concatenating the 
different data sources to form a larger training 
corpus, we constructed each consecutive 
training corpus by probabilistically sampling 
sentences from the different sources weighted 
by the size of each source. 
 In Figure 1, we show learning curves for 
each learner, up to one billion words of training 
data.  Each point in the graph is the average 
performance over ten confusion sets for that size 
training corpus.  Note that the curves appear to 
be log-linear even out to one billion words. 
 Of course for many problems, additional 
training data has a non-zero cost.  However, 

Michele Banko and Eric Brill, ACL 2001
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Momentous events
in the history of the Web as Corpus

1997 Radev and McKeown: Building a generation
knowledge source using Internet-accessible
newswire, ANLP

2002 Keller, Lapata and Ourioupina: Using the Web to
overcome data sparseness, best paper award at
EMNLP

2003 Special issue of Computational Linguistics on the
Web as Corpus

2004 First version of BootCaT available! :-)
2006 WAC2, ACL Special Interest Group on

Web-as-Corpus is born
2006 Google trillion-word Web 1T 5-Gram collection
2007 Googleology is bad science! (Adam Kilgarriff,

Computational Linguistics)
2008 WaCky site up with billion-word Italian, German

and English corpora freely available
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A shocking revelation

BootCaT was invented in 2001 at CMU:

Rayid Ghani, Rosie Jones and Dunja Mladenić:
Mining the web to create minority language
corpora. CIKM 2001
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Futurology
Web-as-Corpus 2014 as seen from 2004

I We’ve got the linguist search
engine

I Data retrieval and pre-processing
are huge topics in computational
linguistics

I Cleaning Web data is a solved
problem

I The Web is exactly the same as
in 2004, just bigger
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Son of BootCaT at ACL 2013

Flavio De Benedictis, Stefano Faralli and Roberto Navigli:
GlossBoot: Bootstrapping Multilingual Domain Glossaries
from the Web

We present GlossBoot, an effective minimally-supervised
approach to acquiring wide-coverage domain glossaries
for many languages. For each language of interest, given
a small number of hypernymy relation seeds concerning a
target domain, we bootstrap a glossary from the Web for
that domain by means of iteratively acquired term/gloss
extraction patterns. Our experiments show high
performance in the acquisition of domain terminologies
and glossaries for three different languages.
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Cleaning the Web
The boilerplate challenge

Courtesy of Egon Stemle 8



Cleaning, a solved problem?

features precision recall F
wacky heuristic NA 80% 99% 88%
text cues only 21 92% 93% 92%
DOM cues only 13 89% 91% 90%
visual cues only 8 90% 93% 91%
full krdwrd 42 93% 92% 92%

Courtesy of Egon Stemle
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Does cleaning really help?
Various English semantic tasks
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Does cleaning really help?
Italian Part-of-Speech tagging
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The Web is no longer what it used to be!
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And this is the end. . .

Thank you!
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